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Abstract—In this paper, we propose to use sparse representa-
tion classifier (SRC) for text classification. The sparse represen-
tation of an example is obtained by using an overcomplete dictio-
nary made up of term frequency (TF) vectors corresponding to all
the training documents. We propose to seed the dictionary using
principal components of TF vector representation corresponding
to training text documents. In this work, we also propose 2-
level hierarchical SRC (HSRC) by exploiting the similarity among
the classes. We propose to use weighted decomposition principal
component analysis (WDPCA) in the second level of HSRC to seed
the dictionary to discriminate the similar classes. The effectiveness
of the proposed approach to build HSRC for text classification
is demonstrated on 20 Newsgroup Corpus.

I. Introduction

The proliferation of Internet has led to massive amount of
information in digital media. The textual content contributes
to a large portion of it in addition to multimedia content.
For a meaningful usage of such an ocean of information,
an efficient mechanism for accessing such a huge repository
is essential. Text classification is one important scheme in
managing the huge repository. Text classification involves
assigning a text document to one of the predefined class or
a topic [1]. Usage of a wide variety of classifiers are explored
for text classification and every such attempt aims to improve
the performance of the classifier used. For example the simple
naive Bayes classifier was found to perform well for text
classification in [2]. Further, the text classification performance
was found to be improved using support vector machines [3].
An important issue in using classifiers such as Bayes classifier,
neural networks, nearest neighbor methods is the number of
features used for representing a text document. To address this
issue, many feature selection methods are considered for text
classification [4], [5].

The focus of this work is to design an effective classifier
for text classification. We use term-frequency (TF) represen-
tation for the text documents. In this paper, we explore a
sparse representation classifier (SRC) for text classification.
The sparse representation of data is a popular technique in
signal processing. The sparse representation classifiers (SRCs)
are extensively used in different image and speech processing
tasks such as face recognition [6], [7], image classification [8],
phonetic classification [9] and speaker verification [10]. To the
best of our knowledge, except [1], no other serious attempt to
use sparse representation for text classification. To obtain the
sparse representation of data, a dictionary plays an important
role. A dictionary D is a d × Nt matrix, where each column
of the matrix is a d-dimensional training example and Nt is

the number of training examples from all the classes. It is
required for D to be an overcomplete dictionary such that the
number of examples Nt is much larger than the dimension
of each example (d << Nt). In signal processing domain,
principal components of an example [7], [11] and discrete
cosine transform of an example [11] are popularly used for
seeding the dictionary. In [1], an overcomplete dictionary
D is constructed using individual training documents with
reduced vocabulary. In this work, we propose to use principle
components of individual training documents to construct D.
Some of the document classes are highly confusable and it is
observed that most of the examples are misclassified among
themselves. To improve the classification performance, we
exploit the similarity among the group of classes and propose
to build 2-level hierarchical SRC (HSRC). First, we build
SRC to classify a document into one of the groups (abstract
classes) and this acts as SRC at the first level. Next, we build
one SRC per abstract class to classify a document to their
respective class within an abstract class. This acts as SRC at the
second level. In order to better discriminate the classes within
a group, we propose to use weighted decomposition principal
component analysis (WDPCA) technique to obtain the middle
principal components for constructing overcomplete dictionary
in the SRCs at the second level of HSRC. We compare the
performance of HSRC built using both PCA and WDPCA
techniques to construct dictionaries. The effectiveness of all
the techniques proposed in this paper are demonstrated for
text classification on 20 Newsgroup Corpus [2].

The paper makes the following contributions towards ex-
ploring SRC for text classification. First, we explore seed-
ing the dictionary using the principal components of all the
training documents. This is in contrast to [1], where all
the training documents with reduced vocabulary are used to
seed dictionary. Building an HSRC and exploring it for text
classification is the second contribution. Our third contribution
is in exploring WDPCA technique to highlight the middle prin-
cipal components to construct the dictionary, that emphasizes
discrimination among confusing classes.

The rest of the paper is organized as follows. In Section II,
sparse representation and classification based on sparse rep-
resentation are presented. Hierarchical sparse representation
classifier for document classification is presented in Section III.
In Section IV, the studies on text classification is presented.
The conclusions are presented in Section V.
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II. Sparse representation classification

In this section we discuss about the sparse representation
and classification using sparse representation.

A. Sparse representation

Given a feature vector x ∈ Rd and a dictionary D =
[u1, u2, . . . ,uNt ]

� ∈ Rd×Nt of Nt basis vectors, sparse repre-
sentation of x aims to represent it as the linear combination
of basis vectors as x = β1u1 + β2u2 + · · · + βNt uNt . Here
β = [β1, β2, . . . βNt ]

� is the coefficient vector where βn is the
coefficient associated with the basis vector un. The sparseness
in representation is achieved by ensuring only a small fraction
of elements in β to be non-zero. The problem of obtaining
sparse representation, β of x can be formulated as

min
β
||β||0 such that x = Dβ (1)

Here ||β||0 is the l0-norm, which counts the number of nonzero
entries in β. However, the minimization of l0-norm is an NP
hard problem [12]. Recent developments in sparse representa-
tion [13] indicate that if the solution β is sparse enough, then
l0-norm in (1) can be replaced with an l1-norm as

min
β
||β||1 such that x = Dβ (2)

The necessary condition for working with sparse repre-
sentation based methods is that the dictionary D should be
overcomplete, i.e., d << Nt.

B. Classification based on sparse representation

In the classification problem, training examples of all the
classes act as basis vectors in D. Now the dictionary matrix
can be seen as D = [D1,D2, . . . ,DM]�, where M is the number
of classes. Here, Dm = [xm1, xm2, . . . , xmNm ]� where xmn, for
n = 1, 2, . . . ,Nm, are the training examples of the mth class.
A test example belonging to mth class can be seen as the
linear combination of training examples of mth class. For
this example, the coefficients (β) associated with the training
examples of mth class is non-zero and all the remaining
coefficients are zero. The sparse vector β, for the example is
denoted as β = [0, . . . , 0, βm1, βm2, . . . , βmNm , 0, . . . , 0]�. Ideally
the optimal β for a test example should be sparse and non-
zero for the coefficients associated with the training examples
belonging to the class of test example.

The main issue in considering sparse representation based
methods for text classification is in having overcomplete dic-
tionary matrix D. The dimension of TF vector representation
considered for each text document depends on the vocabulary
size. Typically the size of vocabulary is larger than the number
of training examples in a data set. When the TF vector
representation of training examples are used as basis vector, the
resulting D matrix becomes under complete, i.e., d >> Nt. This
violates the necessary condition that D must be overcomplete.
To address this issue, a reduced vocabulary (d << Nt) is
considered in [1]. In this work, we are not reducing the
vocabulary size. Instead, we propose to explore the principle
component representation of TF vectors corresponding to
documents to seed the dictionary. This approach is popular in
sparse representation based face recognition [6]. In this work,

we consider the leading principal components to ensure that the
number of principal components to be less than the number of
training documents. Dictionary derived using principle compo-
nent representation of TF vectors corresponding to documents
is given as

D̂ = Ψ�D (3)

where D̂ is the derived dictionary of the size d̂×Nt and Ψ is the
matrix consisting of d̂ number of Eigen vectors corresponding
to leading d̂ number of Eigen values. These Eigen values and
Eigen vectors are obtained from Eigen analysis of the set of TF
vectors corresponding to training documents. Here, d̂ should
be smaller than or at most Nt.

We consider maximum l2 support as classification rule [1]
to assign a class label to a test example. In practice, elements
of β corresponding to other than the class of test example
could also be non-zero. To consider this fact, we compute the
l2-norm of the elements of β corresponding to every class and
choose the class with largest l2-norm as class label to the test
example [10]. Let δm(β) be a vector whose entries are the β
values for the class m. Then assignment of the class label to
a test example is given as

class label = max
m

(||δm(β)||2); for all m = 1, 2, . . . ,M (4)

where M corresponds to number of classes.

In the next section we present the proposed hierarchical
sparse representation classifier for text classification.

III. Classification based on Hierarchical Sparse
Representation Classifier

In this section we first present the motivation for the hier-
archical classification and then present proposed hierarchical
sparse representation classifier (HSRC) for text classification.

Many times, the performance of a classification system
will be poor when there exists high interclass similarity. This
effect is more serious when the number of classes is large.
One of the solutions to handle this situation is performing
hierarchical classification. The process of performing hierar-
chical classification involves building classifiers to model the
abstract classes at the different levels of hierarchy. At the top
level (or first level), the similar classes are grouped to form
the first level of abstract classes. A classifier is built at this
level to classify an example into an abstract class. In the next
level, the classes in each group may be further divided into
sub groups. This heirarachy leads to a tree like structure and
one can go to any depth in the tree based on how similar are
the classes in each group. At each level, a classifier is built to
classify the example either into a subgroups or into an actual
class. The main advantage of such a hierarchy is that highly
confusable classes can be managed well. At the same time,
since number of classes in each group is small, the complexity
of the classifier built at that level will be reduced. Motivated
by these factors, we propose to use hierarchical classifier for
text classification. In principle any classifier can be used at
each level. However, we propose to use SRC at each level
to take advantage of the discriminative capability imparted by
dictionary. In this work, we propose an approach to build 2-
level HSRC for text classification. In principle, one can extend
this approach to any number of levels.
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An important issue in building an HSRC is to identify
the groups of classes at every level. In this work we form
the groups of classes at first level of HSRC based on the
confusion among the classes observed while classifying the
examples according to decision rule in (4). The classes that
are highly confused are put together in a single abstract class.
Let M be the number of classes. Let Mg be the number
of groups formed for the first level of HSRC. An SRC is
built to classify the documents into one of the Mg number
of abstract classes. This is the SRC at the first level of the
HSRC built from the dictionary constructed using the principal
components of the TF vectors corresponding to the documents
belonging to the abstract classes. In the second level, an SRC
is built for each of the Mg abstract classes considering the
dictionaries constructed using the principal components of the
TF vectors corresponding to the documents belonging to the
classes corresponding to respective abstract classes. It is clear
that, the SRC at the first level of HSRC is built to model the
highly discriminative classes. On the other hand, the SRCs at
the second level of HSRC are built to model the similar classes.
Section II describes that dictionary play an important role in
building the SRC. It is shown in [7] that first few principal
components give average information of the classes and last
few principal components contain least significant information
of the class. Hence, the dictionary derived using middle prin-
cipal components help in emphasizing subtle discriminative
information of similar classes [7]. We propose to exploit this
information in building the SRCs at the second-level of HSRC.
We propose to use the principal components obtained using the
Eigen vectors corresponding to the middle (not leading and
not trailing) Eigen values in constructing dictionaries in the
second-level SRCs to emphasize the discrimination among the
confusing classes. However, it is difficult to come up with the
best choice of start and end of middle principal components.
In addition, this will result in decreased discrimination among
distinct classes. This issue is addressed by modifying the
dictionary as:

D̂ =WΨ�D (5)

where W is a diagonal weight matrix with
{

1√
λ1
, 1√
λ2
, ..., 1√

λd

}
as

diagonal elements. Here λ1, λ2, ..., λd are the Eigen values cor-
responding to the Eigen vectors and Ψ is the matrix consisting
of Eigen vectors. This transformed dictionary obtained from
(5) is denoted as weighted decomposition (WD) of principal
components. Hence, this technique is called as weighted de-
composition principal component analysis (WDPCA). The WD
transformation will allow the scaling of each principal com-
ponent with the corresponding Eigen values and hence results
in de-emphasizing the most significant principal components
(corresponding to the largest Eigen values) and emphasizing
the middle and last principal components. However, the last
principal components does not contain any discriminative
information and should be discarded. This can be done by
removing the last principal components with the help of a
thresholding operator.

In the next section we present our studies on text classifi-
cation to evaluate the techniques introduced this paper.

IV. Experimental studies on text classification

In this section we first present the details of the data
set used in the studies and features considered to represent

documents. Next we present and discuss the results of the
studies on text classification.

The 20 Newsgroup corpus [2] is used for evaluating the
techniques introduced in this paper for text categorization.
This corpus consists of 18,774 text documents divided into
20 different newsgroup classes. Among them 60% of the
documents (i.e. 11,269) are used for training the models and
remaining 40% (i.e. 7,505) of the documents are used for test.
The text document categorization accuracy presented is the
classification accuracy obtained for the test examples. In this
study, we considered term-frequency (TF) as a feature. We
have considered 53,975 terms (or words) from all the training
documents as the vocabulary. The frequency of occurrence of
each of the vocabulary term in a text document is computed.
Every document is represented as a 53,975-dimensional TF
vector.

A. Studies using SRC and SVM-based classifier

First, we present the studies on text classification using
sparse representation classifier (SRC). SRC requires the con-
struction of dictionary matrix D by considering the training
examples represented as TF vector at every column. For the
20 Newsgroup corpus, the number of documents (Nt = 11, 269)
is much smaller than the dimension of the TF vector rep-
resentation for documents (d = 53, 975). For the success of
SRC, we need d << Nt. To comply with this requirement, we
applied principal component analysis (PCA) on the document
vectors. This involves projecting a document vector along the
Eigen vectors corresponding to the leading Eigen values. Then
we used principal component representation in D̂. The perfor-
mance of SRC is analyzed by building D̂ with the number of
principal components d̂ taking the values from 1,000 to 11,000
with the increment of 1,000. The best classification accuracy of
SRC using maximum l2 support is observed to be 78.78% for
d̂=6,000, which is comparable with that of the best accuracy
(78.80%) reported in [1]. In [1], the vocabulary size is reduced
to 11,000 and TF vector representation is obtained using this
vocabulary.

Next, we present the studies on text classification using
SVM classifier using Gaussian kernel (GK). In this study
we considered TF vector representation with dimension d =
53, 975 for each text document. We consider SVMTorch [14]
tool to build the SVM-based classifiers. In this study, one-
against-the-rest approach is considered for 20-class text doc-
ument classification. The value of trade-off parameter, C in
SVM is chosen empirically. The classification accuracies for
the SVM-based classifier using GK are given in Table I for text
classification. It is seen that the performance of the proposed
SRC is marginally better than the GK based SVMs.

TABLE I. Classification accuracy (CA) (in %) of the SRC and
SVM-based classifiers using Gaussian kernel (GK) for text classification.

Here TF is term frequency.

Representation Classification model CA

TF SVM using GK 77.30
Principal SVM using GK 77.70

component based SRC - 78.78

The misclassification observed in 20 Newsgroup corpus can
be attributed to the presence of highly confusing classes. It is
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TABLE II. Confusion matrix (in %) obtained using SRC for the 20 classes.

Class Number 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

1 72 0 0 0 0 1 0 1 0 0 0 2 1 3 2 13 2 1 0 3

2 0 63 4 4 3 8 3 1 1 1 1 2 4 1 2 1 0 1 0 0

3 0 4 55 14 3 8 2 1 1 0 1 2 3 2 1 3 0 1 1 0

4 0 2 4 76 6 1 4 0 0 1 1 1 5 0 0 0 0 0 0 0

5 0 1 3 8 72 3 3 1 1 1 1 2 2 0 1 1 1 0 1 0

6 0 9 6 4 2 70 1 1 1 1 0 2 1 1 1 1 1 0 0 0

7 0 1 1 9 4 2 69 4 1 2 1 0 2 0 1 1 0 0 0 0

8 0 1 1 1 1 0 4 80 6 1 1 0 3 1 1 1 1 0 1 0

9 0 0 0 1 0 0 0 3 94 1 0 0 1 1 0 0 0 0 0 0

10 1 0 0 0 0 0 1 0 0 90 6 0 0 0 0 0 1 0 0 0

11 0 0 0 0 0 1 0 0 0 1 97 0 0 0 0 1 0 0 0 0

12 0 0 1 1 0 0 1 0 1 1 0 90 1 1 0 1 2 0 0 0

13 1 2 2 6 3 2 3 2 3 0 1 4 68 2 4 0 0 0 0 0

14 2 1 0 1 1 1 1 1 2 1 1 1 2 81 0 5 1 0 0 0

15 0 2 0 1 1 1 1 1 2 1 0 2 2 2 82 0 1 1 0 0

16 2 0 0 0 1 0 0 0 0 1 1 0 0 1 1 92 0 0 0 1

17 0 1 0 2 0 0 0 1 0 1 1 2 0 2 1 2 84 0 3 1

18 5 1 0 1 0 0 1 0 2 1 0 1 0 0 0 4 1 82 1 0

19 1 0 0 0 1 0 1 1 1 1 1 2 0 2 2 2 29 1 53 1

20 10 0 0 0 0 0 1 0 1 2 0 0 0 2 2 28 7 1 2 43

TABLE III. Combining of confusable classes to form abstract classes. Here the number attached to class name corresponds to its number.

Abstract-Class1 Abstract-Class2 Abstract-Class3 Abstract-Class4 Abstract-Class5

1. Atheism 2. ComputerGraphics 8. RecAutos 10. SportBaseball 15. SciSpace

14. SciMedi 3. CompOsMsWindowsMisc 9. RecMotorcycle 11. SportHockey
16. ReligionChristian 4. CompSysIbmPcHardware
17. PoliticsGuns 5. CompSysMacHardware
18. PoliticsMidEast 6. CompWindowsX
19. PoliticsMisc 7. MiscForsale
20. ReligionMisc 12. SciCrypt

13. SciElectronics

also observed that the confusing classes are also semantically
related. We noticed that some of the text documents which
should have been classified correctly are getting misclassified
due to the similarity with other classes and in this way
SRC’s performance was getting affected. These semantically
related classes can be grouped into a single abstract class
and a hierarchical classifier built using SRC is expected to
perform better. This motivated us to use SRC hierarchically.
The confusion matrix for SRC is given in Table II. Based
on the confusion matrix for SRC, we combined the classes
which were getting highly confused with each other as shown
in Table III. It is seen that Abstract-Class1 consist of 2 different
type of classes, one related to religion and other are related
to politics. In the similar fashion Abstract-Class2 consists of
computer science related document classes, classes related
to electronics and cryptography related documents. Abstract-
Class3 consists of automobile related classes. Abstract-Class4
contains classes related to sports documents and Abstract-
Class5 contains only one document class.

B. Studies using hierarchical SRC

An hierarchical SRC (HSRC) is built in two levels. In
the first level, an SRC is built such that the number of
classes equal to number of abstract classes. The same D̂
mentioned in Section IV-A is used as dictionary. Note that
D̂ is constructed by using principal component representation
of each document obtained by projecting TF vector along the
Eigen vectors corresponding to the leading Eigen values. In
the second level, an SRC is built for each of the abstract
classes separately. Now D̂i for ith abstract class is obtained
using WDPCA technique as explained in Section III. Here,
D̂i is constructed by using principal component representation
of each document belonging to the classes in ith abstract

class obtained by projecting document vector along the Eigen
vectors corresponding to the middle Eigen values. Now each
test example is first classified into one of the 5 abstract classes.
Then it will be classified into a document class within that
abstract class. The classification accuracy for HSRC is given
in Table IV for text classification. It is seen that 83.30% of the
documents are correctly classified using HSRC as opposed to
the 78.78% using SRC. The reason for this 6% increase in the
accuracy is mainly due to the use of WDPCA in constructing
D̂i for SRC of ith abstract class. The fact is that the WDPCA
highlights the middle principal components that are responsible
for discrimination among similar classes.

TABLE IV. Classification accuracy (CA) (in %) of the proposed HSRC
and SRC for text classification.

Representation Classification model CA

Leading PCA SRC 78.78
WDPCA HSRC 83.30

C. Empirical analysis of effectiveness of WDPCA in construct-
ing SRCs at second level

In this section, we present the effectiveness of WDPCA
in constructing dictionary for the group of classes that are
similar. To show this we compare the performance of SRC built
for each abstract class using WDPCA-based dictionary with
that of the SRC built for each abstract class using PCA-based
dictionary. Note that, here SRC for an abstract class is built
using the training examples of all the similar classes belonging
to it. Test accuracy is computed using only the test examples
belonging to the classes in that abstract class. The classification
performance of each class in every abstract class using SRC
with PCA and WDPCA based dictionary is compared in the
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Tables V - VIII. The results for Abstract-Class5 is not shown,
as there is only one document class in that abstract class.

TABLE V. Classification accuracy (CA) (in %) of each class in
Abstract-Class1 and their comparison when the SRC is built using PCA and

WDPCA based dictionary.

Class Name PCA WDPCA

1. Atheism 73.00 84.00

14. SciMedi 78.00 89.00

16. ReligionChristian 81.00 90.00

17. PoliticsGuns 72.00 85.00

18. PoliticsMidEast 75.00 82.00

19. PoliticsMisc 71.00 83.00

20. ReligionMisc 79.00 86.00

TABLE VI. Classification accuracy (CA) (in %) of each class in
Abstract-Class2 and their comparison when the SRC is built using PCA and

WDPCA based dictionary.

Class Name PCA WDPCA

2. ComputerGraphics 55.00 67.00

3. CompOsMsWindowsMisc 61.00 76.00

4. CompSysIbmPcHardware 69.00 84.00

5. CompSysMacHardware 55.00 78.00

6. CompWindowsX 61.00 72.00

7. MiscForsale 69.00 79.00

12. SciCrypt 84.00 92.00

13. SciElectronics 73.00 85.00

TABLE VII. Classification accuracy (CA) (in %) of each class in
Abstract-Class3 and their comparison when the SRC is built using PCA and

WDPCA based dictionary.

Class Name PCA WDPCA

8. RecAutos 81.00 93.00

9. RecMotorcycle 82.00 85.00

TABLE VIII. Classification accuracy (CA) (in %) of each class in
Abstract-Class4 and their comparison when the SRC is built using PCA and

WDPCA based dictionary.

Class Name PCA WDPCA

10. SportBaseball 93.00 96.00

11. SportHockey 80.00 93.00

It is seen that the SRC built using WDPCA-based dictionary
performs significantly better than that of the SRC built using
PCA-based dictionary. This is the empirical evidence of the
significance of middle principal components in discriminating
the similar classes as explained in [7]. The main drawback of
the WDPCA is that it works better only if grouping technique
is good enough and only similar type of classes are grouped
together. If grouping technique is not good, WDPCA can affect
the performance of SRC.

V. Conclusions

Approaches to text casification using sparse representa-
tion classifiers (SRC) is explored in this paper. To obtain
sparse representation, an overcomplete dictionary (number of
columns being much larger than the number of rows) made up
of training documents is used. In text classification, typically
dictionaries turn out to be under complete. To overcome this
issue, we built an overcomplete dictionary using the principal
components based representation corresponding to the training
documents. Hierarchical SRC (HSRC) is also proposed in this
work, in which we proposed use WDPCA technique to see

the dictionary matrix. HSRC works better than SRC because
of confusing documents of similar type of classes affects the
performance of SRC but after grouping such classes together
that problem gets resolved. WDPCA works well in the field of
document classification but WDPCA technique needs a very
good grouping technique as WDPCA is used to discriminate
between similar type of documents. The effectiveness of the
proposed techniques is demonstrated using 20 Newsgroup
Corpus. These approaches need to be explored with other
datasets also. Possibly using the semantic information may
also improve the performance of text classification.
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